


In the early 1960's, the technique of time domain
reflectometry was introduced. This technique
involved the generation of a voltage step in time that
was propagated down a transmission line: a
reflection from an impedance was detected on an
oscilloscope and, by measuring the ratio of the input
voltage to the reflected voltage, the impedance of
simple discontinuities could be calculated.



Operator determined the distance to a discontinuity
or the distance between two discontinuities by
measuring them as a function of time and by
knowing the velocity of propagation along the
transmission line.

This slide illustrates typical responses for
terminating impedance of twice or one-half the
characteristic impedance of a transmission line.

Adding reactive elements to simple resistive
terminations results in more complex displays. For
example, if the terminating load is an inductor and
a resistor, the wave form shows an initial spike due
to the high frequency reactance of the inductor with
an exponential fall off to a final value determined
by the resistor.



Similarly, the response to a terminating
impedance that has a shunt capacitance is
illustrated.

Moving from the ideal response to practical
applications, we can examine the effect of a finite
rise time on a small inductor that is in series with
the load. This equation determines the reflection
coefficient.

By measuring both the rise time of the pulse in volts
per second and the response to the load, we can
calculate the series inductance value.



While the traditional TDR was useful as a
qualitative tool, the limitations listed on the slide
affected its accuracy and utility.

In the early 1970's, it was shown that the Fourier
Transform of the network reflection coefficient as a
function of frequency is the reflection coefficient as
a function of time; i.e., the distance along a
transmission line. A high performance vector
network analyzer combined with fast computation
power has created unique measurement capabilities
in the 8510.Using error corrected data measured in
the frequency domain, the response of a network to
step and impulse time stimuli can be calculated and
displayed as a function of time.

This gives traditional Time Domain
Reflectometry capability in reflection and
transmission and adds measurement potential in
frequency band limited networks.
By locating network elements in time and
removing their effects from measured data, the
8510 makes more precise frequency domain
measurements possib1e.



The low pass mode simulates a traditional TDR. The
frequencies must be harmonically related, and a
value for the DC term must be estimated. The data at
DC is extrapolated from the data of the first few
harmonies. Since there is a DC term, step excitation
is valid in the low pass mode.

The band pass mode simulates a narrow-band TDR.
This mode is very good for fault location and
transmission measurements. Also, it is the only
mode that can be used over an arbitrary set of start
and stop frequencies. Since the band pass mode does
not include a DC value, only the impulse excitation
is used.



Low pass mode can support both step and impulse
excitation. The band pass mode only supports
impulse excitation. Both these stimuli are
mathematically applied to the device under test.

With no window, there is excessive ringing on
the impulse in the time domain. Note that the
width of the impulse at the zero crossings is
1/Fmax .

The window is applied to roll off the response at the
frequency domain data discontinuities. The Kaiser
Bessel Window is used in the 8510A. This high
frequency attenuation reduces the ringing in the time
domain but causes the impulse's width to increase. In
the low pass mode, the window is centered at zero
frequency and rolls off at plus and minus Fmax.



In the band pass mode, the window is centered
between the start and stop frequencies. This
windows both sides of the data and also reduces the
effective bandwidth. This bandwidth reduction
increases the impulse width.

The next three slides show the step response of a
short circuit with different windows applied to the
frequency domain data. With the minimum (no)
window applied, we achieve the fastest rise time but
with the most ringing.

The normal window greatly reduces the ringing but
with a resultant slower rise time.



The maximum window completely eliminates the
ringing but at further degradation of the rise time.

This table illustrates the tradeoff between rise
time (or pulse width) and the side lobe level.

To illustrate the concepts discussed thus far, the
following theoretical example is extremely helpful.
We will examine the time domain response to
different excitation and windows.



The frequency domain response is difficult to
interpret. The various discontinuities are not easily
identified.

Using the low pass time domain mode with impulse
excitation, the location of the circuit elements is
easily determined. The response of the capacitor,
resistor, and inductor are distinctive. The resistor is a
single impulse. If it had been a shunt resistor, the
impulse would go down. The capacitor first goes
down as the impulse reaches its location then goes
up. The series inductor's response first goes up and
then down.

Using step excitation, we display the traditional
TDR response. The series resistor causes the
response to rise and stay at the new level. The
capacitor causes a negative response and the
inductor a positive response.



If we decrease the frequency from 18 GHz to 12
GHz, the rise time increases. Note that the height of
the resistor's response does not change but that the
responses of the capacitor and inductor are a function
of the frequency span.

As we change the window, the ripple level
increases. Also notice that the height of the
reactive elements increases.

In the band pass mode using the linear magnitude
display format and impulse excitation, the
location of the discontinuities is clear. The width
of the impulses has increased because of the
lower bandwidth, and the responses to the
capacitive and inductive reactance have the same
sign.



The log format is useful to display greater isolation
between the circuit element responses.

A. The next few slides will discuss the Discrete
Fourier Transform. The frequency to time
domain transform of continuous data is well
understood.

B. However, the network analyzer gathers the data
at discrete frequencies. This causes the data to be
replicated in the time domain. This limits the
range of the time domain to 1/F where F is the
frequency step size.

C. When we multiply the sampling function with
our continuous frequency domain data, the
resultant time domain response may have
aliasing. This error is caused by the overlapping
time domain responses.



D. The network analyzer also has limited frequency
range so the data is truncated at some maximum
frequency. This causes the replicating impulse to
have a SIN(X)/X response.

E. This truncation function adds ringing to the time
domain data. The ringing is exaggerated in this
illustration.

F. Since a computer can only operate on discrete
data, the time domain function must also be
sampled. This requires the data in the frequency
domain to be repetitive.

G. The final result of the Fourier Transform with
discrete data can now be illustrated.

There are various techniques used to compute the
inverse Fourier Transform. The most straightforward
method is using the Fourier Series. The fast Fourier
Transform has also been used. The Fourier Series
method is very flexible and can achieve all the
design goals except speed. The fast Fourier Series
does not allow some of the flexibility desired. The
Chirp-Z Transform is an algorithm that has the
flexibility of the Fourier Series at about one half the
speed of the fast Fourier techniques.



The gating function is very useful for removing
unwanted time domain responses. As long as the
time domain responses are spaced far enough apart,
the resultant frequency domain characteristics after
gating can be very meaningful.

A gate is nothing but a filter in the time domain. The
filters pass band can be selected by the start and stop
gate controls. The filter has a pass band ripple, a
cutoff rate, and side lobe level just like its dual in
the frequency domain. The unwanted time domain
responses will be reduced by this filter but not
totally removed. Even the most simple impulse
response is not localized in time, but is spread out
and has side lobe ripples that may not be easily
removed by filtering.

The following four slides show the filter shape of
the available gates in the 8510A Network Analyzer.
The minimum gate shape has the highest passband
ripple and side lobe level but has the fastest cutoff
rate for separating closely spaced time domain
responses. This fast cutoff rate does not come
without problems. The data in the frequency domain
will have some ripple at the frequency band edges
when the gating function is turned on.



This is the normal gate shape. It is a good
compromise for most applications. It has relatively
low side lobes and passband ripple combined with
fairly fast cutoff rate. All the gates are synthesized
by convolving a time domain rectangle function,
whose span is determined by the gate controls, with
an impulse response windowed with a Kaiser-Bessel
function.

If the time domain responses are separated by 10 to
15 cm, this is a good filter that reduces gating errors
in the frequency domain.

For responses separated by 20 to 30 cm, this is an
excellent filter with virtually no passband ripple
and extremely low side lobes. The cutoff rate is not
fast, but the errors in the frequency domain are
limited to just the frequencies close to the band
edges.



This table summarizes the available gate shapes for
the 8510A Network Analyzer. If the gate span is
chosen less than the minimum T1, the actual width
of the gate will not decrease, and there will not be a
flat passband region. This table applies only for the
18 GHz case and must be scaled for other frequency
spans.

The start and stop gate markers are located at the
-6 dB points of the time domain filter.

We will use the same example circuit to illustrate
the effects of gating.



Again we see the low pass mode step response. If
we center the gate around the series resistor we
remove the responses of the capacitor and inductor.
It is important that the gate be centered on the
response we wish to keep, or additional errors can
result.

After gating, the frequency domain characteristic of
the one ohm resistor is a flat response 40 dB down.

When we gate around the capacitor and inductor,
notice that the base line is restored and the shift
caused by the one ohm resistor is removed. The
result is that the responses in the gate area are
shifted to the reference line which becomes the new
impedance standard. The frequency domain results
for the inductor and capacitor are very similar since
the reactances are nearly the same size. The phase is
-90 deg for the capacitor and +90 deg for the
inductor.



When we gate around the capacitor and inductor,
notice that the base line is restored and the shift
caused by the one ohm resistor is removed. The
result is that the responses in the gate area are
shifted to the reference line which becomes the new
impedance standard. The frequency domain results
for the inductor and capacitor are very similar since
the reactances are nearly the same size. The phase is
-90 deg for the capacitor and +90 deg for the
inductor.

This section contains a series of examples to further
illustrate the capabilities of time domain, and to
help cement the concepts discussed in the earlier
sections.

The first example is a 25 ohm airline, 7.5 cm long.
There are two transitions, one from 50 to 25 ohms
and then a second transition back to 50 ohms.



The frequency domain shows a beat pattern caused
by the mismatches at the two transitions. The nulls
occur at frequencies where the effects of the
transitions cancel. These frequencies are not equally
spaced because of the fringing capacitance at the
step discontinuities.

In the low pass mode with step excitation, the step
drops down to the25 ohm level but does not return
back to the 50 ohm level at the second step. This
effect is called masking. Part of the energy is
reflected from the first step and never reaches the
second step. It is important to remember that prior
reflections can change the level and shape of the step
that is presented to the following circuit elements. If
the earlier reflections are of low enough level,the
masking is usually insignificant.

Expanding the step response in the 25 ohm section
shows a slope upward due to the series loss of the
airline. The ripple is caused by the window function
not completely removing the ringing in this
expanded view.



With impulse excitation the response first goes down
and then at the second step responds upward. The
height of the impulses is the same as the step sizes of
the previous slide.

Band pass mode with impulse excitation and the log
format allows us to have a high dynamic range view
of the 25 ohm airline. A gate is centered around the
first step and the second transition is filtered or gated
out.

The gated frequency domain characteristic has no
beat pattern, just the flat response of a single 50 to
25 ohm transition.



Looking in detail at the frequency domain shows
band edge errors caused by the gating function. This
distortion is caused by the side lobe level of the
second transition that remained in the gate area
centered around the first step. Note that if the gate
span is reduced, less of this side lobe level remains
and the distortion is reduced. In summary, this error
is due to imperfect isolation between responses in
the time domain caused by the side lobe energy.

This example is a 50 ohm airline terminated by an
imperfect 50 ohm load. We are using the low pass
mode with step excitation. It is easy to identify the
transition from the test port to the 50 ohm section.
The upward slope in the airline section is due to
series resistance primarily caused by the skin loss.
The transition to the load and response of the load
element is clearly separated.

In this example the 50 ohm 'load is replaced by a
short. Viewing the response with the log format in
the band pass mode shows the high dynamic range
possible. The side lobe pattern is also clearly visible.
The side lobe level could be reduced by using the
maximum window. The residual reflection at the
transition from the test port to the airline is about 55
dB down.



Gating around the short removed the effect of the
transition to the airline. Again, it is important to
center the gate about the reflection of the short.

In the frequency domain, the gating function
removed the residual frequency response ripple
caused by imperfections at the test port connector.

Next a 40 dB pad is inserted before the airline and
the short. The reflection of the short is now 80 dB
down and clearly identifiable.



Using the same airline we will now measure the
transmission coefficient. Again we are using the band
bass mode with the log display. The impulse first
arrives followed by a host of multiple reflections
caused by imperfect port matches of the non error
corrected network analyzer. The frequency domain
response has been normalized to remove the
transmission tracking error.

Gating easily removes the multiple reflections.

Removing the reflections in the time domain filters
the frequency domain ripples. The ripples would
have been much smaller if complete error correction
had been used. Then the gating would clean up the
last residual errors and excellent characterization of
the airline skin loss would result.



The next example uses a slotted line with an
adjustable probe.

We are now using the low pass mode with step
excitation. The two transitions into and out of the
slab line section are small but still clearly visible. The
larger downward response is caused by the
capacitance of the probe. Gating easily removes the
slab line launch problems. It is important to notice
that the time domain response at the first gate marker
is restored to the reference line and the new reference
impedance is that of the slab line.

In the frequency domain the filtered response is
excellent. The capacitive response is clearly
identified. Note that the response is starting to reduce
at the high frequency end. Actually the probe has a
finite length and is a low impedance section of line
and not a single point discontinuity.



In this example, a 30 cm airline terminated with a
short is connected to Port 1 of the 8514A S-
parameter Test Set. The error correction is turned off,
and the bandpass mode is used. The time domain
impulse travels through the test set, leaves Port 1, and
is reflected back into the test set from the short at the
end of the airline.

The various errors of the test set can be identified.
Even the input and output reflections and the four
attenuator cards of the step attenuator are visible.

When error correction is turned on, all the errors are
removed except the residual directivity and source
match. Notice that the residual directivity is over 60
dB down, and the residual source match is almost 50
dB down. The other fine grain ripple is caused by the
normal window.



Time domain is helpful in measuring adapters
between different connector types or impedances.
All that is needed is a good airline and load for Port
2 of the adapter. Then a gate can be centered around
the adapter and the effect of the load at the end of the
airline is removed. The adapter is then terminated
with an effective load the quality of the airline.

The result in the frequency domain is dramatic. A 10
to 20 dB improvement of the reflection coefficient is
realized. This approach can also be used to obtain the
transmission coefficient of the adapter.

Fault location is a powerful application of the
bandpass mode. Let's take a simple example of a
coaxial cable with two connectors on it and two
bends in it.



Here is the composite frequency domain response of
the input reflection coefficient of the cable shown
above. Notice that it is impossible to tell where the
major reflections are within the cable. What we are
seeing is all the reflections in the cable added up
together at each frequency point to give us the
composite response.

Now look at the time domain response to the
reflection measurement. We can see not only the two
larger connector responses but also the individual
responses due to the two bends in the cable.

In this example, we take three BNC cables
connected with adapters and terminated in a 50
ohm BNC load. In order to increase the
measurement range (in distance), the stop
frequency is reduced to 1 GHz.



First we see the frequency domain response.

The time domain response clearly locates the
adapters and terminating load.

As an example of fault location with high resolution,
we tested a 200 foot piece of cable in the reflection
mode terminated by an open circuit. After finding the
open circuit response in the time domain (200 feet
away from the test port), we attached a 1.5 inch
barrel at a small incremental distance from our
original open circuit measurement. We also would
suspect that the response would be slightly smaller
due to the additional loss caused by the extra length
of the barrel.

The responses shown here are from both the 200
foot piece of cable and the cable with the barrel
attached. The response with the barrel is offset in
time from our original response by approximately
200 ps and its amplitude is smaller by
approximately .0005 in reflection coefficient.



In antenna testing, large sums of money are expended
to absorb unwanted reflections both on outdoor
ranges and anechoic chambers. In this example, the
desired path is normally the most direct one (the
fastest time). But there is also ground clutter path
which arrives at the receiving antenna slightly later.

We can see both the frequency and time domain
responses of the antenna pair. The first impulse is the
direct path; the second is due to the ground path. This
ground path causes the frequency domain data to be
very rough.

Now with the gate on, the new time domain data is
transformed back to the frequency domain which
now shows just the frequency response of the direct
path. This gated data is compared with the ungated
data previously stored in memory. Note the
interference in the memory trace caused by the
reflections from the second longer path. Gating has
effectively eliminated this interfering signal.



The last six slides discuss some of the system
limitations when using directional coupler based test
sets and non synthesized sources. First let us
consider the effect of the coupler role off below .5
GHz. In the non error corrected case, the response
looks like a highpass filter.

This frequency domain response causes the time
domain step to be differentiated. Now when we error
correct, this problem is eliminated, but the signal to
noise ratio of the first few harmonies is reduced.
When measuring small reflections, lower signal to
noise ratio causes the time domain trace to bounce
up and down. Averaging reduces this problem, but
then we may lose the real-time adjustment capability.

Next we look at the deviation from linear phase of a
30 cm airline. When the 8340A Synthesized Sweeper
is in ramp mode, this slide shows the phase
discontinuities at the frequencies where the source
changes bands.



When in synthesized step mode, the phase
discontinuities are removed.

The resultant time domain, when the source is in
ramp mode, has additional side bands caused by the
phase discontinuities. This may or may not cause
problems depending on the application.

In step mode, the side bands are gone, and we
have regained our full dynamic range.




